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The normal structure and function of the
nervous system may be altered as a result of
exposure to some xenobiotics before or after
birth. Alterations in nervous system function
may be identified in laboratory animals using
neurobehavioral methods. Our understand-
ing of neurobehavioral methods is derived
primarily from an extensive history of use in
four related disciplines: experimental psychol-
ogy, ethology, biopsychology, and behavioral
pharmacology. Because of the vast array of
technologies and experimental models pro-
vided by these histories, the neurobehavioral
panel of the working group convened by the
International Life Sciences Institute Risk
Science Institute decided to limit and focus
our discussion to those most relevant and
promising for developmental assessment. We
divided the available assessment methods into
six categories: sensory function, motor func-
tion, cognitive function, social behaviors,
autonomic/thermoregulatory processes, and
biologic rhythms. Developmental neuro-
toxicity (DNT) data available for the first
three categories far exceed the data available
for the latter three; therefore, discussion of
the first three categories was more extensive
and focused on basic principles that form the

basis for proper use and interpretation. The
consensus of the neurobehavioral panel was
that the behavioral test methods used in
DNT testing are, for the most part, employed
correctly in hundreds of different laboratories
around the world. However, there are numer-
ous examples of the misuse of these methods
and misinterpretation of results derived from
these methods. Therefore, a major focus of
the discussion that follows outlines the princi-
ples for proper use and interpretation of these
methods. The latter three categories were dis-
cussed less extensively and primarily from the
standpoint of potential usefulness for DNT.
Although neurophysiologic techniques also
have an extensive history of use in both neu-
roscience and clinical neurology (1), these
have not been used on a wide scale for DNT
studies and were outside the scope of the
current discussion.

Common Issues 

Many issues are common to most, if not all,
methods of behavioral testing for DNT. The
importance of most of these issues has been
recognized, with attempts to ensure that
methodology addresses them appropriately.
Discussions in this section provide additional

guidance on consideration of these issues in
the use of behavioral test methods in DNT
testing.

Behavioral tests vary along many dimen-
sions of desirable properties, including the
amount of available validation data, speed of
testing, breadth and/or specificity of test
results, availability of equipment and person-
nel to conduct the test, and extrapolation of
results among species. Thus, the most desir-
able properties depend upon the experimental
context (i.e., what is the question being
asked? What other end points are available to
address the issue?). The latter question is
extremely important and often overlooked
because most tests are part of a battery. If lit-
tle is known about a test substance and the
investigator is screening for an effect, the
most desirable properties of a test battery may
be a wide breadth of function(s) tested, rela-
tively short testing period, low cost, and avail-
ability of personnel. In contrast, specificity
and sensitivity of effect are more desirable test
attributes if the chemical is known to produce
weakness, for example, and a second tier test
is used to characterize the effect and to deter-
mine a no-observed adverse effect level, i.e.,
distinguish between diminished ability to
exert high forces versus ataxia. In the latter
case, cost of the test and wide availability of
personnel may be less important. 

Animal Model 
The choice of animal models in developmental
neurotoxicology studies is influenced by a
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number of factors. Each of these factors may
have more or less weight depending upon the
ultimate scientific goal. Choice of the animal
model should be determined primarily by the
hypothesis being tested. The species and
strain of animal should be appropriate for the
target system being tested or modeled. For
example, albino strains of laboratory animals
are not appropriate when modeling effects of
chemicals on human vision, as albino rodents
typically have extremely poor vision.

In studies conducted for risk assessment
purposes, extrapolation of animal data to
humans may lead to a different choice. The
chicken is the animal model of choice when
testing for organophosphate-induced delayed
neuropathy, primarily because of the predic-
tive power of the resulting data (2).
Economics may also factor into a decision of
which animal model to use. If screening
unknown agents is the major driving need,
lower-cost assays may allow one to evaluate
many more compounds. Screening chemicals
in a common rodent species such as the
mouse or rat is more cost effective than use of
nonhuman primates. If economics are a decid-
ing factor, one needs to be convinced that the
resulting data will still be meaningful. Age can
be a crucial factor in determining the correct
animal model. For example, testing a hypoth-
esis concerning the role of exposure to pesti-
cides as a risk factor for Parkinson’s disease
would necessitate the need to employ lifetime
studies (or other models appropriate for test-
ing mechanisms of aging). If enough informa-
tion is available on the mechanism of action of
a class of chemicals, transgenic or congenic
animal models may be useful. 

Although not a prerequisite for choosing
an animal model, adequate background infor-
mation on the normal anatomy, physiology,
and behavior of the test species can be useful
in interpretation of toxicant-induced changes.
Historical control data are also useful in this
regard. Last, the generality of the test
method, or concurrent validity, should be
established by determining whether the effect
correlates with other indices of toxicity. For
example, do effects observed in a behavioral
test of olfactory function correlate with the
underlying pathologic damage to the olfac-
tory epithelium in the nasal cavity and/or
olfactory bulbs in the central nervous system? 

Age relevance. Design of behavioral exper-
iments and hypotheses should consider the
age relevance of the animal model. The onset
and maturation of most behaviors are neces-
sarily linked to the age of the animal.
Although not always critically evaluated, age
relevance of the test procedure can be very
important in determining the validity of a test
method for use in DNT studies. Use of pro-
cedures validated in adult models may not be
appropriate for young animals.

Resource Demands 
Regulatory testing requires that many behav-
ioral techniques be able to test large numbers
of animals (e.g., 10–20 litters per treatment
group, with four to five treatment groups) in
a relatively rapid fashion. Procedures that do
not lend themselves to rapid testing can lead
to an inability to test enough subjects at an
appropriate age. It is important to minimize
personnel costs directly related to time and
effort spent testing animals; however, cost
should not be an excuse for lack of testing.
Instead, excessive costs associated with a spe-
cific test method should be a clarion call for
development of more cost-effective tests. 

Many companies now make available
complete, turn-key, computer-based systems
to assess specific behavioral functions (e.g.,
water mazes for measurement of learning/
memory, shuttle-box avoidance for memory,
locomotor activity chambers, startle testing
equipment). In many cases, the software and
hardware components of these systems tend to
be simplistic and inflexible. Several issues
should be considered before such equipment
is acquired. For example, a misperception
about the real costs of carrying out tests of
cognitive functions often leads investigators to
purchase less expensive equipment in an
attempt to economize. The less automated the
device, the more time required of the investi-
gator/staff to conduct the behavioral tests, e.g.,
putting animals into start boxes, measuring
times, errors or other dependent variables, and
housing animals during intertrial intervals.
Thus, although single-use equipment may
cost less to acquire originally, the economic
resources to use the equipment may actually
be far greater than starting with automated,
flexible equipment. In addition, the use of
hardware/software dedicated to measurement
of a specific behavioral function does not
guarantee that it measures that behavioral
function selectively, and means that additional
hardware/software will have to be acquired for
every other behavioral function the investiga-
tor ultimately wishes to measure. In contrast,
operant chambers, which may have a greater
up-front cost, may at the same time provide
greater automation and flexibility of use.

Expertise and Training
There often appears to be a misperception
that implementation and interpretation of
behavioral tests are easily accomplished. To
the contrary, as in any area of science, exper-
tise and training in behavioral sciences are
critical for both. The absence of such training
often results in a lack of understanding of the
variables that may influence a behavior being
measured and failure to adequately control
for the impact of these variables on behavior.
Additionally, absence of appropriate training
and expertise in behavioral methods often

leads to inappropriate interpretation of
outcome measures in cognitive tests. This has
become apparent in the appearance in the lit-
erature of studies examining cognitive
function in genetically engineered mice. In
this case, state-of-the-art molecular biologic
approaches may be used in conjunction with
misuse and misinterpretation of simple tests
of learning or memory. Such occurrences
reflect the lack of expertise and training of the
investigators in this dimension of their experi-
ments and the absence of expertise on the
advisory boards of these journals.

Many people involved in assessing behav-
ioral and/or neurologic function in toxicity
studies have some training in experimental
psychology or psychopharmacology as well as
statistics. This training is needed to ensure
proper study design, data collection, and data
analysis. Behavioral tests of sensory end
points are sensitive to a wide variety of envi-
ronmental variables (e.g., ambient noise, han-
dling history, time of day) that may not
appear important to untrained investigators. 

Many of the more sophisticated and sensi-
tive cognitive measures may require taking the
subjects through a series of training programs,
in which expertise is again critical for precisely
molding behavior to that required for the final
stage of assessment. Likewise, the conduct of
special sensory tests (e.g., reflex audiometry)
requires adequate training in sensory psy-
chophysics, statistics, and the principles of
behavioral testing. However, there is no sys-
tematic training or certification program com-
parable to those available for personnel
involved in recording and interpreting other
important toxicity end points using anatomic
or clinical pathologic techniques (3). Thus,
there is considerable variability in the expertise
of individuals generating and interpreting
behavioral and/or neurologic data in acade-
mic, industrial, or contract laboratories. The
inherent problems associated with the lack of
professional standards are compounded by the
wide availability of off-the-shelf equipment
that may appear to obviate the need for exper-
tise. It must be stressed that behavioral testing
devices are tools that depend on the expertise
of the user. Proper selection and use of the
tools require expertise. Moreover, the design,
conduct, and interpretation of studies includ-
ing behavioral and/or neurologic end points
require personnel with relevant training and
experience. For example, personnel who
examine neurologic end points including
reflex and reaction, spontaneous movement
abnormalities, and open-field changes in gait
and posture should have adequate training in
the conduct of these tests and use of appropri-
ate terminology (4). In addition, efforts
should be made to ensure consistency among
observers, and interobserver reliability should
be reported.
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Statistics 
A number of statistical issues should be
considered in developmental neurotoxicology
studies. The first issue concerns how best to
control for litter effects. Littermates may be
assigned to more than one task, individual
animals may be repeatedly tested on a task, or
different littermates may be tested on differ-
ent tasks. The statistical implications differ
for these testing strategies. Because most
developmental studies use the litter as the
unit of measure, repeated sampling from that
litter (using more than one animal from each
litter) poses unique statistical problems.
Simply put, use of more than one animal per
litter inflates the number of subjects per
group and can increase type I error (i.e., false
positives). There are a number of good
reviews of this subject that should be con-
sulted prior to designing studies (5–8). 

Repeated measures are also a common
factor in DNT testing. Current U.S.
Environmental Protection Agency guidelines
(9) recommend motor activity testing in the
same animal at least 3 times during the
preweaning period. When analysis of variance
(ANOVA)-based statistics are used, repeated-
measures data must be treated as such in the
model. Alternative models such as regression
techniques also can be used (10). Finally, the
assignment of litter members to one or more
tasks must be carefully considered. Litter rep-
resentatives can be selected and used for all
tests, or separate animals can be assigned to
each test. In the former case, behavioral his-
tory is a serious confounder. For example, the
same animals should not be used in learning
and memory tests at both younger and older
ages.

Variability is an inherent property of all
test methods and population samples. The
greater the variability among animals, the
larger the number required to detect an effect.
A variety of techniques can be used to deter-
mine, a priori, the power of a test method
based on historical control data, and thus pre-
dict the number of animals needed to detect
an effect of a specific size (11,12). Use of
these statistical procedures is strongly advised.

In the case of negative findings, especially
in regulatory testing, documentation of histor-
ical control data and positive control data is
important. These data are necessary to ade-
quately document the power of the test and
thus assure a low incidence of type II error.
Historical databases are encouraged to be
made available or published whenever possible
[for example, see Crofton et al. (13)].
Laboratories employing test methods for the
first time are encouraged to compare their
data variability with published reports and/or
historical control data [for example, see Wise
et al. (14)]. Test methods that result in
extremely high variability compared to that in

other laboratories should be inspected to
determine the source of the variability or not
be used. Positive control data, although not as
important, are needed to establish changes in
the end point related to dose response when-
ever possible. Dose–response data (and not
single-dose studies) should be stressed, as these
data are needed to adequately document the
ability to detect different magnitudes of effect.
Dose–response data are also needed to deter-
mine the linearity or nonlinearity of the effect. 

System-Specific Issues

Although some issues are common to most if
not all DNT behavioral testing methods,
many methods and their desirable properties
are unique to specific functions. Further,
some functions or behavioral parameters have
not been the focus of DNT testing; thus,
methods are only poorly developed or remain
undeveloped. This section presents desirable
properties of methods for DNT testing in
common behavioral functions (e.g., sensory,
motor, cognitive). It also presents a discussion
of social behavior, and the issues to be consid-
ered as DNT testing methods are developed
for this area.

Sensory Function
Sensation plays a crucial role in the ability of
the organism to interact with its environ-
ment. Loss of some aspect of sensory function
is one of the most common occupational
injuries (15,16), and approximately 44% of
all neurotoxic chemicals are reported to affect
sensory function adversely (15,17,18).
Although the exact magnitude of the problem
may be debatable, there are two major rea-
sons that sensory systems should be evaluated
in the safety assessment of potential neurotox-
icants. First, most sensory organs are not pro-
tected by the blood–brain barrier and may
experience greater exposure than other parts
of the nervous system. This is especially true
for the olfactory system. Second, proper
interpretation of the results from other types
of behavioral function (e.g., cognitive testing)
requires consideration of alterations in sen-
sory system processing as a confounder. 

Assessing sensory function in animals has
been a significant research tradition in com-
parative psychology, and many of the meth-
ods developed in that field have been applied
in neurotoxicology. These methods vary
from relatively simple and subjective sensory
reflex tests, such as elicitation of the pinna
reflex and pupil constriction, to more com-
plicated operant-discrimination paradigms
and evoked potential procedures. The major
sensory systems of concern in toxicology
include visual, auditory, olfactory, noci-
ception (pain and other noxious stimuli),
somatosensory, and vestibular. The methods
used to study these different systems, by

necessity, will be somewhat different.
However, the characteristics of the properties
of the test methods that should be under
experimental control will be very similar [for
review, see Maurissen (19)].

Animal model. Species and strain of the
test animal are important in tests of sensory
systems. Selection of the animal model should
be determined primarily by the hypothesis or
specific aims. First and foremost should be the
use of a species/strain appropriate for the sen-
sory system being tested or modeled. For
example, use of some strains of mice (e.g.,
C57Bl/6J) may be a poor choice for auditory
studies because of the early-onset presbycusis
found in this strain (20). However, use of the
rat as an animal model of ototoxicity has been
highly successful in modeling the adverse
effects of xenobiotics in humans (21–23).
Stebbins and colleagues, in a series of now-
classic studies in this area, used monkeys and
guinea pigs to model the dose response and
time course of the ototoxicity of aminoglyco-
side antibiotics (24–26). An excellent example
of the simultaneous assessment of multiple
sensory systems comes from the work of Pryor
et al. (27). These authors used a conditioned
avoidance procedure to assess the effects of a
wide variety of chemicals on both auditory
and visual system functions in rats. 

An important issue in developmental
toxicity testing is that the animal model
selected must also be age relevant. For exam-
ple, stimulus parameters (e.g., nociceptive
stimuli) using a conditioned lick-suppression
paradigm for adult animals may be inappro-
priate in much younger animals. Procedures
with long acquisition times (e.g., operant)
may not be able to target rapidly maturing
sensory systems. The work of Merigan and
colleagues (28), which characterized the
adverse effects of acrylamide on visual func-
tion in monkeys, used operant methods that
would be unsuitable for testing the ontogeny
of visual function in rats because of extensive
training demands. Lastly, stimuli may not be
perceived, or may be perceived as less intense,
in animals with immature sensory systems.
For example, sonalerts and click stimuli are
commonly used auditory stimuli in adult test-
ing. However, these generate low-frequency
stimuli that would be inappropriate in
preweanling rats or mice, as sensation of low
frequencies is the last to develop in most altri-
cial rodents (29,30). An appropriate under-
standing of the normal ontogeny of the
sensory system being assessed is necessary to
ensure a good match between the age of the
animal and the test procedure. 

Any discussion of animal models should
also include the issue of sensitivity. There are
numerous sensory techniques that are simple
and inexpensive, but a) may lack precision in
estimating psychophysical thresholds, b) may
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be subject to experimenter bias, c) are difficult
to automate, or d ) are generally result in large
interlaboratory variability (19). Reflexive
movements (e.g., pinna reflex, corneal reflex)
are examples of simple and inexpensive end
points to test. These tests are fast, easy, and
inexpensive. However, they are thought to be
relatively insensitive to toxicant-induced
alterations in sensory function (31,32).
Conversely, operant and conditioned discrim-
ination procedures represent some of the
more sensitive and specific methods used for
assessing sensory system dysfunctions. Such
tests have been used to characterize the effects
of a wide variety of agents that disrupt various
sensory functions. Examples include auditory
deficits produced by aminoglycoside antibi-
otics (25), visual deficits produced by methyl
mercury (33), ammonia-induced disruption
of olfaction (34), and somatosensory dysfunc-
tion produced by acrylamide (35).
Performance of these tests generally requires
extensive training of the subject. These tests
are time consuming and generally are limited
to small numbers of subjects. Collection of
data required to characterize the audiogram
for the rat using a conditioned lick-
suppression paradigm required over 150 days
of testing (36). Reflex modification audiome-
try has been used as a fairly rapid and sensi-
tive test of auditory function [for example, see
Crofton et al. (37) and Young and Fetcher
(38)]. This procedure also works in humans
[for review, see Ison (39)]. However, this pro-
cedure requires equipment not available as a
turn-key system from commercial suppliers.
The trade-off between economy and sensitiv-
ity may be difficult to balance for some
sensory function testing.

Stimulus parameters. The proper genera-
tion and use of stimuli are crucial for testing
the effects of xenobiotics on sensory system
function. A number of stimulus properties are
shared by all sensory systems, including
intensity, frequency, duration, and location
in space. When using sensory methods in tox-
icity testing, it is extremely important that
normative data be developed for a method
that demonstrates the ability of the test
method to detect and characterize the effects
of varying the magnitude of such variables.
For example, in tests of visual function,
response magnitude should be directly related
to the intensity of the visual stimulus (40).
Auditory testing thresholds should vary across
the frequency domain (41). Stimulus fre-
quency should also be appropriate to the test
species. For example, use of a 0.5-kHz tone as
the conditioning stimulus in rats (42) is not
optimal, as rats do not hear this frequency
very well (36). An 8-kHz stimulus would be
more appropriate for use in rats because the
threshold for this frequency is approximately
45 dB lower than a 0.5-kHz stimulus.

Stimulus amplitude may be too high to detect
small changes in thresholds. For example,
routine DNT testing of auditory function
using startle habituation uses a high-decibel
stimulus (e.g., 110 dB sound pressure level).
A false-negative finding would result should
animals demonstrate only a small increase in
threshold for that stimulus. Recent work with
exposure to polychlorinated biphenyls during
development has found only small changes
(i.e., 15–25 dB) in low-frequency thresholds
(37). These changes would not be detected in
tests using high-decibel stimuli. 

Statistics. Variability can arise from differ-
ent sources in tests of sensory function. It is
inherent in any test species (43) and is a
property of the test method itself or in its
application. Any potentially confounding
variable not controlled will lead to increased
variance. The rapid development in young
animals should preclude averaging data across
ages, as the response could change drastically
in a very short time. In DNT testing, averag-
ing startle response data in animals tested
over a few days of age in adults will not neces-
sarily add to the group variance. However, in
young animals, averaging response data over
several days could easily increase variance due
to increases in body weight and increases in
sensitivity of the developing auditory system. 

All tests of sensory function should be
able to generate data that have adequate sta-
tistical power to detect biologically relevant
changes in behavior. For example, a 15-dB
change in auditory thresholds is generally
regarded as adverse (44). Therefore, any
method used should be capable of detecting
statistical differences between group means
that differ by 15 dB or more. Historical con-
trol data and positive control data should be
available to document this property ade-
quately. Positive control data should establish
changes in the end point related to the dose
response whenever possible. 

Analyses and interpretation. Interpretation
of the results of sensory assessment tests
should follow the classic rules of behavioral
science. First, sensory testing never yields a
direct measurement of sensation. Instead, one
infers a change in sensory function based on
the observed change in the motor response
being evaluated. For example, increased
latency to paw lick in the hot-plate test is a
behavioral measure that is interpreted, after
ruling out other causes, as an increase in a
nociceptive threshold (45). Motor impairment
due to muscle fiber degeneration may also
lead to increases in latency that are not caused
by sensory mechanisms. Administration of a
high dose of a sedative, with subsequent
decrease in the amplitude of the acoustic star-
tle response, does not mean that the sedative
induces an auditory dysfunction. Instead,
decreases in motor capability are more likely

the culprit for this effect [see Maurissen (19)
for a review of the use and misuse of
psychophysic methods]. 

Interpretation of any treatment-related
change should be done in concert with an
understanding of the ability of the test
method to detect changes in the response.
Data from positive control studies can yield
much information on the sensitivity of a test
method, as the method is employed in the
laboratory generating the data. Data demon-
strating experimental responsiveness to
changes in stimulus parameters are also neces-
sary. A method that fails to detect differences
in stimulus strength in control animals is
being either inappropriately employed or
inappropriately interpreted. Historical control
data are also invaluable in this regard.
Excessive variability in control group means
over time may be indicative of a lack of
proper experimental control of the behavior
being assessed. Alternatively, individual dif-
ferences due to a bimodal effect in a popula-
tion are possible. Reliability of the test
method will, of course, depend on a finding
of low variability in control values over time,
as well as replication in the effects of positive
control agents. 

Research needs. Included in the research
needed to advance our ability to determine
sensory system toxicity is a better understand-
ing of the relationship between the simple
sensory system tests currently used in DNT
studies (i.e., simplex reflex tests, startle habit-
uation) and any underlying changes in the
structure and/or function of the sensory sys-
tem. A commonly held belief is that simple
reflex tests are not as sensitive as tests of sen-
sory thresholds or sensory signal processing
(32). Very few studies have tested this
hypothesis (31). In addition, current DNT
test batteries do not routinely assess the age of
onset of sensory function. Without this type
of testing, delays in development of sensory
systems will go undetected routinely. The
question of whether these delays lead to long-
term adverse effects in the organism is also
currently unanswered. There is also a need to
identify and characterize the impact of vari-
ous potential confounds on the ontogeny and
function of sensory systems. What effect do
changes in maternal nutritional status, which
may be due to chemical exposure, have on
measurement of function in offspring? Where
do screening methods fit into a tiered testing
scheme? This is an especially vexing problem
for sensory testing, as the sensitivity of the
more rapid test currently used in tier 1 testing
is unknown. Current sensory function testing
usually evaluates treatment-related effects
solely by measuring the behavioral response
to amplitude changes in the stimuli. Many
types of stimulus processing are not normally
assessed (e.g., frequency, duration, and spatial
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information). These stimulus properties
reflect different degrees of sensitivity to the
effects of xenobiotics. Boyes and colleagues
(46), using evoked potential, demonstrated
deficits in spatial contrast sensitivity with no
apparent change in the amplitude of flash-
evoked potentials. Last, behavioral toxicolo-
gists need to keep abreast of recent advances
in neurobiology and genomics that may allow
an increased understanding of the physiologic
and structural bases for sensory function.
This information will be crucial in updating
methods in the future.

Motor Function 
In toxicity studies the goal of motor function
testing is to detect and/or characterize motor
dysfunction. Behavioral tests of motor dys-
function in animals are differentiated into
two types: those that detect spontaneous
movement disorders such as changes in gait,
tremors, and myoclonus; and those that
detect changes in induced movement such as
reflexes, reactions, and movements under
operant control. Some end points are
recorded subjectively, using categorical
(present/absent) or ordinal (e.g., absent, min-
imal, moderate, severe) scales. For these end
points, the data are based upon the judgment
of the tester, much as a veterinary neurologist
evaluates a patient. Quantitative procedures
can be used to measure qualities such as fore-
limb or hindlimb grip strength. In this case, a
transducer detects the response of the subject,
and a value is recorded.

A review of all the behavioral tests of
motor function is beyond the scope of this
section, which will be limited to those cate-
gories of tests most commonly used to evalu-
ate motor function in experimental and
regulated DNT studies. These categories
include observation of locomotion, measure-
ment of locomotor activity, and tests of
reflexes and reactions.

Observation. Observation of locomotion
is used primarily to detect changes in posture
and gait (e.g., ataxia, low carriage) and spon-
taneous movement abnormalities (e.g., stereo-
typy, myoclonus, tremors). Observational
techniques are fast and inexpensive and
enable detection and characterization of a
wide variety of functional changes (47). The
correct application of observational tech-
niques requires a level of training and experi-
ence sometimes not fully appreciated (3), and
appropriate use of terminology is necessary to
derive maximum usefulness of this approach
(4). The sensitivity of qualitative observations
is not clear but is generally thought to be less
than that of quantitative procedures.

Motor activity measurement. The term
motor activity refers to a wide variety of tests
that measure different aspects of behavior,
for example, exploration, navigation, and

emotionality (48,49). At least three technical
aspects must be considered to appreciate the
similarities and differences among test sys-
tems for measuring locomotor activity: a) the
size (i.e., small or large), shape (e.g., square,
round, or figure eight), and illumination
(i.e., dark, dim, bright); b) the transducer or
detector device (e.g., photocells or video
camera); and c) the statistical analysis applied
to the raw data. The data analyses include
macroanalysis (e.g., path length, percent of
movement on interior or exterior of environ-
ment), microanalysis [e.g., quantification of
individual behaviors such as turning, rearing,
sniffing; (50)], and characterization of path
shape [e.g., predictable vs unpredictable
(51)]. The test animal may be placed in the
middle of a symmetric device and its sponta-
neous behavior measured, or the environ-
ment may be enhanced asymmetrically with
objects that present distinctive visual or tac-
tile stimuli. In the latter case, the orientation
of the subject or attention to the stimuli may
be evaluated (52).

In DNT studies one common approach is
to measure activity using photocells in a small
and unenhanced chamber. The behavior eval-
uated by a particular photocell or combina-
tion of photocells may vary by location in the
chamber. For example, in some devices a
lower row measures horizontal movement
(i.e., ambulation), and an upper row measures
vertical movements (i.e., rearing). It is essen-
tial that the tester understand the relationship
between photocell location and behavioral
specificity before trying to interpret the results
obtained by automated equipment.

Level of activity, reported as number of
photocell counts, is the end point most com-
monly reported, analyzed, and interpreted.
The pattern of movements both within ses-
sion and between sessions may be character-
ized. Patterns observed within a session may
reflect habituation, and patterns observed
between sessions may reflect evolution of
activity over time, for example, during days
13–21 of postnatal development. Locomotor
activity results sometimes have high variabil-
ity, particularly in developmental studies
when animals mature at different rates. The
interpretation of motor activity values is gen-
erally more controversial than observations of
movement disorders (53–55). The algorithm
for relating changes in motor activity to neu-
ropathologic end points is not as clear as it is
for movement disorders.

Reflexes and postural reactions. Tests of
elicited motor function most often include
reflex and reaction tests, which can be meas-
ured qualitatively or quantitatively. A reflex
is an involuntary and relatively stereotyped
response to a specific sensory stimulus. The
location and amplitude of the response
depends on both the location and strength of

the stimulus. For spinal reflexes (e.g., flexor
reflex), the sensory stimuli arise from recep-
tors in muscles, joints, and skin, and the
neural circuitry responsible for the motor
response is contained entirely in the spinal
cord. Homologous cranial nerve reflexes are
contained within the brain. Although the
neuronal circuits that mediate reflexes are
simple, the brain frequently coordinates the
action of several reflex circuits to generate
more complex behaviors that clinical neurol-
ogists term reactions (e.g., placing reaction).
Reflex and reaction tests are generally quick
and easy to perform and require modest
training and expertise. Procedures used to
quantify some of the reflexes and reactions
include forelimb/hindlimb grasp, auditory
startle, and extensor thrust (56,57).

Postural reactions are complex responses
that maintain the normal, upright position of
an animal under conditions of shifting loads.
If the weight of an animal is shifted from one
side to the other, from front to rear, or from
rear to front, the increased load on the sup-
porting limb or limbs requires increased tone
in the extensor muscles to keep the limb from
collapsing. Part of the alteration in tone is
accomplished through spinal reflexes, but for
the changes to be smooth and coordinated,
the sensory and motor systems of the brain
must be involved. 

Abnormalities of complex postural reac-
tions (e.g., hopping) do not provide as
anatomically precise information about neu-
rologic abnormalities as do reflex tests, which
are more limited in scope. However, the
intense demands on functional performance
required by tests of postural reactions may
reveal deficits in neurologic components that
are not detected simply by observing gait.
The basis for the deficits may then be clarified
by further testing of individual reflexes or by
electrodiagnostic testing.

Two popular procedures for evaluating
motor function—the hindlimb splay and
rotorod tests—require special discussion.
The hindlimb splay test is conducted by
holding a rat horizontally several centimeters
above a table surface, then measuring the
interpaw distance of the hind limbs after
dropping the rat to the table surface. This
test is popular because of its sensitivity in
detecting acrylamide neurotoxicity (58).
However, despite its popularity and its inclu-
sion in the U.S. EPA neurotoxicity testing
guidelines (59), little is known about this
test. The anatomic basis for the test is
unknown, there is no obvious analog used by
veterinary or human neurologists, and the
neurologic basis for the test can only be
hypothesized. The rationale for using the
width of the response, as in index of func-
tion, is not at all clear. Although an increase
in width has been reported for animals
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treated with acrylamide, interpretation of a
decrease in width is less clear.

In the rotorod test a rat is placed on a
slowly rotating rod or dowel, and the end
point is the duration that the rat maintains its
perch on the rod (60). Although commer-
cially available the rotorod has achieved only
modest popularity, primarily because it is
time-consuming and cumbersome to con-
duct, and some animals jump spontaneously
from the rod. The rotorod test illustrates the
premise that off-the-shelf equipment does not
substitute for expertise and training (see
section “Expertise and Training”).

Analysis and interpretation. In adult
neurotoxicity studies the strength of a reflex or
reaction is an important index of function.
Because the strength of the response is most
frequently measured, it is easy to overlook the
fact that all reflexes and reactions have a sen-
sory component. For example, failure to flex
the leg in response to a toe pinch can reflect
loss of sensation or inability to move the leg.
Thus, patterns of changes in several reflexes
and reactions are generally characterized by
neurologic examination to provide inter-
pretable data. In developmental studies the
evolution of a reflex or reaction over time is
particularly important. Delays in the appear-
ance of a reflex or reaction are important indi-
cators of an adverse developmental effect. The
reflexes and reactions most commonly evalu-
ated in developmental studies include flexor
reflex, extensor thrust, rooting, placing, surface
and air righting, grasp reflex, auditory startle,
negative geotropism, and swimming (61,62).

Research needs. A current dilemma in
assessing motor function is that tests of reflexes
and reactions are relatively quick and easy to
perform, but their sensitivity in the context of
DNT testing is uncertain. In contrast, com-
plex procedures exist for characterizing even
minor changes in some motor functions [for
example, see Stanford and Fowler (63)], but
the scope of such procedures is limited, and
the procedures too cumbersome to be used
routinely. Thus, there is a need to develop and
validate technology and procedures that
measure motor function objectively and sensi-
tively, yet are sufficiently flexible to be used
with large numbers of animals.

There is an additional need to develop
technology to measure motor activity.
Evaluating the behavior of rats in a novel
environment has fascinated and frustrated sci-
entists in a variety of disciplines, including
ethology, experimental psychology, psy-
chopharmacology, neuroscience, and neuro-
toxicology (48,53–55,64,65). Decades ago,
observers of behavior recognized that rats in
novel environments engaged in a variety of
behaviors that suggested this testing environ-
ment might be used to evaluate sensory and
motor function, emotions, and/or cognition

(66–68). Indeed, contemporary experimenta-
tion has shown that the movements of rats in
a novel environment reflect the activity of a
coordinated navigational system that depends
on allothetic (e.g., visual, olfactory, tactile
stimuli) and ideothetic (e.g., proprioceptive
stimuli from the animal’s own movement)
stimuli (69–70). The pattern of behavior also
reflects the emotional state of the rat (71,72)
as well as motor function (73). Recently,
observation of rat behavior in a novel envi-
ronment has emerged as a principal tool for
detecting the effects of neurotoxicants on a
wide range of neurologic functions (3,74).

Availability of this rich collection of
behaviors that rats exhibit in a novel environ-
ment has prompted both scientists and com-
mercial equipment manufacturers to develop
technology to measure behavior in this test
situation (38,73,75,76). The two most com-
mon types of systems are based on photocell
(75) or video (77) technology. To date, no
automated test system has been capable of
satisfactorily detecting and quantifying even a
small percentage of the range of normal and
abnormal behavioral functions that are avail-
able and that can be obtained through careful
observation. The initial richness of behavior
that stimulates interest in open-field activity
is also the challenge to be overcome in
designing test paradigms. Specifically, a num-
ber of diverse normal and abnormal behaviors
can occur, and it is valuable to obtain a sense
of both the temporal and spatial distribution
of the behavior. More complicated technol-
ogy systems with multiple subsystems (e.g.,
photocell, video, ultrasound, touch detectors,
proximity detectors) or data analysis protocols
have been developed (51,76,78–81), but
none has been sufficiently useful or practical
to become universally popular.

Cognitive Function 
The nature of the experimental question
should guide the pursuit of the behavioral
baselines that will be used. For example, sim-
ple tests of learning, providing they are well
controlled, may provide information about
whether a potential deficit in cognitive func-
tion occurs (detection of effect), whereas
more sensitive and complex procedures may
provide information about the behavioral
mechanisms by which such effects occur
(characterization of effect). Reliance on com-
plex approaches to answer questions about
potential cognitive deficits could be useful,
even in screening, to determine whether a
potential learning/memory impairment might
be attributable to deficits in other areas of
nervous system function. 

The current U.S. EPA protocol for DNT
testing (9) requires assessment of cognitive
function at two ages. Certainly such measures
are critical components of a DNT assessment

to address concerns over potential long-term
consequences of exposures to toxicants during
periods of brain development. When assess-
ing cognitive function, numerous issues must
be considered before implementing such
measures.

Cognitive function is often thought of as
encompassing learning, memory, and atten-
tion processes. Both learning and memory
functions have been extensively studied,
defined, and described in the behavioral neu-
roscience literature. The issue of attention lags
behind, as it has not been as systematically
studied and defined. The term attention
remains a global behavioral construct that may
include numerous response classes such as dis-
tractibility, impulsivity, sensitivity to delay,
activity level, perseveration, sustained atten-
tion, and inability to manage delay of reward. 

Animal model. The learning task selected
should be one appropriate to the species and
to the developmental age of the subjects
being tested. For example, many different
paradigms have been developed to assess
aspects of cognitive function, but these have
different applicability across species as well as
across developmental stages of life. One strat-
egy that may be advantageous to the process
of risk assessment is the use of the same
behavioral paradigms across species, including
humans (82). Tests such as repeated learning
or acquisition of response chains and delayed
matching paradigms, respectively, can be used
across species with appropriate parametric
modifications. These are well-validated
approaches that have been used extensively
and thus allow incorporation of a large data-
base into the assessment. Using these meth-
ods eliminates the need for the assumption
that dependent variables from neuropsycho-
logic and clinical tests in humans measure the
same behavioral processes as the experimental
cognitive testing procedures.

Stimulus parameters. Most tests of cogni-
tive function employ measures of accuracy as a
primary dependent variable. One important
aspect of the test is the level of accuracy main-
tained under normal conditions. The task
should maintain levels of accuracy from which
either increases or decreases as a result of expo-
sures can be measured. Tasks that are too easy,
as indicated by the ability of subjects to
achieve high levels of accuracy, are not suffi-
ciently sensitive for detecting toxicant effects.
Carson et al. (83) reported, for example, that
lead-exposed sheep exhibited no difference
from control in learning to discriminate a ver-
tical from a horizontal line gradient, whereas
they exhibited lower levels of accuracy in dis-
criminating a large from a small circle, with
the latter discrimination requiring signifi-
cantly longer to learn in controls. Similarly,
Wood et al. (84) demonstrated that toluene
disrupted behavior that was at lower accuracy
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levels but did not disrupt behavior maintained
at high accuracy levels in a fixed consecutive
number schedule of reinforcement. Similarly,
behavioral paradigms that are too difficult,
i.e., those that maintain very low levels of
accuracy ultimately, also decrease the proba-
bility of detecting a toxicant-induced alter-
ation. Other important aspects of stimulus
parameters that must be considered include
the saliency of any environmental stimuli used
in the cognitive problem to be evaluated and
the relevance of the dimension to the species
being tested. For example, stimuli that differ
in color may fail to be sufficiently discrim-
inable to rodents that possess no color vision
(85). Although odors are particularly relevant
to mice and rats, the inability of the investiga-
tor to precisely control odor onset and offset
limits the utility of this measurement and
could inadvertently change the nature of the
task contingencies (86). Stimulus parameters
of other aspects of such tests are also critical
(e.g., delay values in memory tests, times
between trials), and the literature should be
consulted for appropriate values.

Statistics. For most tests of cognitive
function, a primary measure of interest will
be either accuracy or latency. Ideally, the
behavioral tests used to evaluate learning,
memory, and attention should provide base-
line data for these dependent measures with
minimal variability both between subjects
and within subjects across time, such that
either increases or decreases in these mea-
sures can be detected with typical group
sizes as reported in the literature. In most

studies of cognitive function, behavior of
individual animals is measured repeatedly
across sessions (Figures 1,2). When multiple
data points are derived from a single subject,
they are not considered independent replica-
tions; clearly, the behavior of an individual
animal is expected to be related to its past
performance. Therefore, unless all relevant
data are collapsed to a single number, initial
statistical analyses require repeated measures
approaches that consider this lack of inde-
pendence. Thus, the common practice of
using t-tests or one-factor ANOVAs (see
example in Figure 3) to analyze multiple
data points from single subjects is inappro-
priate. Repeated measures analyses establish
whether there are any main effects of the
treatment factor per se as collapsed across
the repeated measure. Main effects in the
analysis indicate that the behavioral data of
the control and treated groups are fit by par-
allel lines in the simplest case. In other cases
the data of control versus treated groups may

differ only under some circumstances, e.g.,
only during the final five sessions of testing.
In such a case a statistical interaction would
be expected from an analysis, which would
indicate that there was not only an effect of
treatment but that it also occurred only
under specific conditions of the repeated fac-
tor. With this type of statistical interaction,
one predicts intersecting functions of the fits
of the control versus treated groups. Only if
it can be established that there is either a
main effect of treatment or some type of
interaction, once the repeated measures have
been taken into account across the repeated
measure, is it permissible to begin to
compare specific data points. 

Age relevance. Questions regarding cogni-
tive deficits in response to exposures early in
development often focus on long-term out-
come, i.e., changes in these behavioral func-
tions as organisms mature. There may be
circumstances, however, in which it is desir-
able to determine in juvenile animals whether
cognitive functions have been affected by
exposure early in development. Assessing cog-
nitive function in young animals or children
requires tests designed to account for the
physiologic and physical limitations of the
stage of development. While such procedures
have been reported in the experimental
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Figure 1. Hypothetical scheme depicting latency in sec-
onds across trials in a water maze in which the task is to
locate a submerged platform that permits an escape
response. Typically, as acquisition or learning occurs,
the latency to find the platform declines across trials
(control curve). However, acquisition can be affected by
changes in sensory function, motor capabilities, and
motivation, all resulting in nonspecific changes in learn-
ing. This would typically be manifest as a parallel curve
(nonspecific), where differences from control in latency
were evident even in trial 1. A treatment-related change
in learning that might be indicative of a specific effect is
shown as well (specific), in which one would expect the
same latency as untreated control in initial trials (indica-
tive of equivalent motor, sensory, and motivational lev-
els), with gradually diverging latencies that do not
decline as rapidly as control. 

Figure 2. Data from control (0 ppm) and lead-treated (50
ppm, 250 ppm) rats working on a multiple schedule of
repeated learning (A) and performance (B). The repeated
learning component, which required rats to learn a new
sequence of responses during each session, alternated
during each session with the performance component,
which required only repetition of an already-learned
sequence. Accuracy levels during the performance com-
ponent were substantially higher than in the repeated
learning component, as would be expected since it was
an already-acquired sequence. Control rats showed a
gradual increase in accuracy in the repeated learning
component across sessions, indicative of the develop-
ment of a strategy for solving the correct sequence for
the session. Lead-treated rats showed no such increase
and basically remained just above chance levels of accu-
racy. In contrast, lead-treated rats showed no difficulty
in performing an already-learned sequence, thus demon-
strating a selective effect of a treatment on learning.
Data modified from Cohn et al. (97).
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Figure 3. The delayed match-to-sample procedure
imposes a delay between a sample stimulus and the
subsequent presentation of two stimuli, one of which
matches that sample. The selection of the matching
stimulus is rewarded. This figure depicts a hypothetical
scheme relating changes in acccuracy to the length of
the delay (in seconds). Typically, accuracy declines as
the length of the delay is increased (control). A specific
change in memory is indicated by the curve labeled
“specific,” where accuracy levels of the treated group
are equivalent to controls at the 0-sec delay, where no
delay is imposed and no remembering required. When
accuracy levels are lower even in the 0-sec delay (non-
specific), it indicates that other changes in behavior
(e.g., motor, sensory, motivational) are contributing to
the deficit. Asterisk (*) and bracket ( ] ) indicate a signifi-
cant difference in accuracy between “specific” and
“control” at the 12-sec delay point only, based on the
inappropriate use of a t-test rather than the appropriate
repeated measures approach. 
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animal literature (87–90), they have yet to be
fully incorporated into standard test batteries,
although the DNT battery requires testing at
around 24 days of age and again at about
60–70 days of age. When animal assignments
are made in a DNT study for cognitive tests,
behavioral histories of the the test subjects
should be considered. In most cases, animals
tested at a young age should not be tested
using the same method at the later
age. Previous learned behaviors may carry
over into the second testing, confounding any
ability to assess learning at the later age. Care
should be taken to fully understand the rami-
fications of this. Further, some of the operant
touch-screen technologies used in studies
with adult humans are being used increas-
ingly in studies with children as young as 4–5
years of age (91–93). This is encouraging, but
further development and validation of such
tests are urgently needed.

Analysis and interpretation. In many sim-
pler tests of learning and memory, it is possi-
ble for changes in sensory function, motor
behavior, and/or motivation to indirectly
influence the dependent measures that are
used and therefore change behavior. Simple
paradigms generally fail to include control
procedures for assessing these possibilities.
Although the water maze is a popular method
to measure learning and has proven useful in
many contexts (94–96), it also provides
numerous examples of the difficulty of inter-
preting learning impairments. For example,
deficits in motor behavior such as strength,
endurance, or coordination might result in
increased swimming times required to reach
an escape platform in a water maze. As
decreases in latencies are considered an index
of learning in this paradigm, the longer laten-
cies could be misinterpreted as a learning
impairment. In a water maze this might result
in the type of hypothetical data presented in
Figure 1 (nonspecific difference), where the
control and nonspecific groups exhibit paral-
lel decreases in latency over the course of tri-
als in such a task. The notable difference in
latency, even in the first trial, would suggest
that noncognitive influences were produced
by treatment and contribute to the differ-
ences between the curves. A function more
consistent with an interpretation of specific
changes in cognitive function would instead
be manifest as intersecting lines, with no
apparent differences initially in latencies but
with a slower rate of decline in latency or
errors over time (Figure 1).

One mechanism to separate learning
effects from nonspecific behavioral influences
relies on a paradigm such as the multiple
schedule of repeated learning and perfor-
mance (97). This comprises two different
behavioral components that alternate over the
course of a behavioral test session, with each

component associated with a different envi-
ronmental stimulus. The active environmen-
tal stimulus provides information to the
subject about which component is currently
operative. In the repeated-learning compo-
nent the subject is required to learn a
sequence of responses, and this sequence
changes with each test session in an unpre-
dictable way. This allows the generation of a
learning curve during each session. The per-
formance component requires the execution
of a sequence of responses of the same length
as that in the repeated-learning component,
but which has already been learned and
remains the same over the course of the
experiment. It also requires the same motor,
sensory, and motivational capabilities as does
behavior in the repeated-learning component
but does not require learning per se as long as
the task can be learned initially by the subject
treated during development. Thus, a true
deficit in learning under this schedule would
be manifest as a decrease in accuracy in the
learning but not in the performance compo-
nent of the schedule. Concurrent decreases in
accuracy in the performance component
would be indicative of nonspecific changes in
behavior, whether sensory, motor, or motiva-
tional, that indirectly contributed to any
decreases in the learning component. Figure 2
presents an example of a selective effect on
learning following chronic low-level post-
weaning lead exposure of rats (97), as indi-
cated by decreases in accuracy in the
repeated-learning component and the absence
of any such changes in the performance com-
ponent. Validation of this paradigm in the
laboratory requires that the investigator be
able to demonstrate that acquisition does
indeed occur in the repeated-learning compo-
nent, i.e., that an increase in accuracy over
the course of this component from chance
levels can be shown. This approach also has
applicability across species ranging from the
mouse to the human (94,97–99). 

Like the water maze used to measure
learning (or short-term memory), simple
approaches to measurement of memory such
as the frequently employed passive avoidance
paradigm also present difficulties of interpre-
tation. This technique relies on the ability of
subjects to remember in which compartment
of a two-compartment chamber they had pre-
viously received shock; the longer it takes for
them to re-enter that compartment, the
greater the attributed memory. However, dif-
ficulties in sensory processing may render the
environmental stimuli that dissociate the
shocked from the nonshocked compartments
as less distinct, thus causing premature re-
entries. In cases where the shock training
occurs after experimental treatments in
between-groups designs, the treatment itself
may produce differences in shock sensitivity

that are not apparent in any way but that can
influence the subsequent avoidance of the
shocked compartment. This can also be
checked with a shock titration curve (100). 

Paradigms that explicitly control for such
alternative explanations include delayed
matching-to-sample, which can also be used
across species. Memory paradigms typically
measure accuracy of remembering following
various delay intervals. Increasing delays are
associated with increasing difficulty in remem-
bering and thus increases in errors (decreases
in accuracy), resulting in a typical delay func-
tion (Figure 3, control). To determine the
extent to which any alteration in the delay
function in response to a treatment is caused
by memory impairment rather than changes
in other behavioral processes, it is critical to
include a no-delay condition (0-sec delay). In
this trial no delay is imposed before the sub-
ject is asked to match two stimuli, and thus no
remembering is required. If deficits in accu-
racy are observed under these conditions (see
nonspecific effect curve in Figure 3), they can-
not be ascribed to memory impairments and
would suggest that treatment-related decreases
in accuracy are non-mnemonic resulting from
nonspecific behavioral influences. A true
deficit in memory would be reflected instead
in a curve in which there were no impair-
ments of accuracy at the 0-sec delay, and
increasing delay values would be associated
with an increasing decline in accuracy relative
to control (Figure 3, “specific” curve). Figure
4 shows a delay function for children 10–11
years of age using the same behavioral test
administered from a computerized touch-
screen apparatus (101). Such paradigms
require the incorporation of delay values that
ultimately result in chance levels of accuracy
for the species being tested. Using delay values
that are too short, and thus do not produce
any substantive decline in accuracy, will

Figure 4. A delay function relating changes in accuracy
to delay value (seconds) derived from a sample of 10
normal children 10–12 years of age using the Cantab
version of the delayed match to sample procedure (101).

100

90

80

70

60

50

40
4 12

Ac
cu

ra
cy

Delay (sec)

0Stimulus

●

●

●

●

109S1.Part 2  02/21/01 2:20 PM  Page 86    (Black plate)



Behavioral testing in developmental neurotoxicity

render the paradigm potentially insensitive to
the detection of a treatment-related decline. 

Research needs. Several research needs
merit particular mention. First is the need for
additional paradigms for testing cognitive
function that can be used earlier in develop-
ment. The question of long-term adverse
consequences usually results in testing of
experimental animals in adulthood, but in
human populations, tests are used earlier in
development to evaluate the ontogeny of such
effects. An additional need is for simple assays
of learning and memory with adequate sensi-
tivity but that could be used in the context of
screening assessments and thus trained more
rapidly than more sophisticated procedures
such as the multiple schedule of repeated
learning and performance and delayed match-
to-sample. Finally, a more systematic and
refined understanding of attention and its
various components will be required to
understand its component parts and their
underlying anatomic and neurochemical sub-
strates, and how these aspects of attention
may be differentially affected by exposures to
various toxicants.

Social Behavior
Large portions of the behavioral repertoire of
most species are devoted to relations with
conspecifics. Aggressive, affiliative, mating,
play, and parental behaviors are examples of
this category and are among the phenomena
most studied by ethologists, biopsychologists,
and other life scientists. These behaviors tend
to receive less attention from toxicology than
assessments of individual behaviors, in part
because in the typical laboratory environment
rodents—the predominant test species—are
not given many opportunities for social inter-
actions. Additionally, measurements of social
behaviors are less standardized than, for
example, motor activity, and are not as easily
incorporated into batteries of screening tests.
In addition, because most social behaviors
must first be interpreted to be quantified by
counts or ratings of defined actions and may
sometimes be difficult to automate, they
often require trained observers. They may
also require the observer to record the
responses of two or more animals concur-
rently, which is another complicating factor. 

Social behaviors may be destined to
attract more attention from neurobehavioral
toxicology because of the types of questions
recently aroused by endocrine disrupters.
Conspecific behaviors in adults such as mat-
ing and aggression are linked directly to pre-
vailing hormonal mechanisms and states, as
are behaviors of somewhat greater subtlety
such as birdsong patterns and the ordering of
dominance hierarchies. 

Social behaviors, moreover, are not the
exclusive province of hormonally active

agents. They are also modified by many other
classes of developmental neurotoxicants that
may act either through neuroendocrine
mechanisms or by directly influencing brain
morphology or neurochemistry. Prenatal
alcohol exposure, for example, can impair
copulatory behavior in male rats. Prenatal
lead exposure intensifies aggressive behaviors
in hamsters, as measured by the response to
intruders (102). Lead is also a recognized
reproductive toxicant. Does this effect repre-
sent actions on neuroendocrine status? Many
therapeutic agents administered prenatally,
such as the benzodiazepine oxazepam, can
modify subsequent social behaviors of the off-
spring such as maternal care (103). Aggressive
and defensive behaviors are accompanied by
large changes in selected brain dopamine,
serotonin, and γ-aminobutyric acid systems
(104). Maternal behaviors, aggressive behav-
iors, and sexual behaviors are among the most
promising candidates for social behavior mea-
sures in developmental neurotoxicology.

Maternal behavior. Altered endocrine sta-
tus during fetal development can modify
many postnatal behaviors, but little informa-
tion is available on how prenatal treatment
affects maternal behavior in female offspring.
If prenatal exposures interfere with endocrine
system development, the consequences could
appear as abnormalities in maternal behav-
iors, which are synchronized with a series of
hormonal changes that act on the reproduc-
tive tract, the mammary gland, and the cen-
tral nervous system. The immediate
hormonal events for maternal behavior occur
during pregnancy and also around parturition
and lactation, when maternal behavior is fully
initiated. Precursors of the full repertoire of
maternal behaviors begin during gestation. If
pregnant rats are tested for maternal behavior
by presenting them with test pups, they show
a gradual increase in such behaviors as partu-
rition approaches (nursing posture, licking
and retrieving, nest building). After parturi-
tion, maternal behavior is maintained essen-
tially by stimulation from the young, such as
suckling. A variety of behaviors may be
scored in studies of maternal behavior
(105,106). These include retrieval of dis-
placed pups, nest building, nursing and lick-
ing, and attacks against intruders (107).
Instrumental techniques have been reported
by Vernotica et al. (108) and Lee at al. (109)
that could serve as more automated methods.

Aggressive or attack behaviors. Aggression
is a label applied to common responses in
many species to invasions of territory, in con-
testing for mates, in exercising dominance,
and even in play behavior. It is among the
most frequent social behaviors displayed by
animals, including common laboratory
species (110). Aggressive behaviors, which
consist of several components, including

attack, defensive, and submissive responses,
can be modified by many drugs and have
been linked to specific neurotransmitter sys-
tems (104). In rats, for example, an intruder
typically responds to threat postures or
attacks by the resident by adopting defensive
postures, while the resident may follow threat
postures by leaping and biting. Normally,
aggressive behaviors in laboratory and house
mice are both organized and maintained by
testosterone. For the full expression of such
behaviors to occur, androgens must be pre-
sent both during brain development and sub-
sequently. A scoring system has been used to
record these and other behaviors on the part
of the resident and the intruder (111).
Examples of prenatal chemical exposure
linked to adult aggressive behaviors are given
in Palanza et al. (112) and Fiore et al. (113).

Mating behaviors. Copulatory mechanics
are only a minor feature of male sexual behav-
ior, which is driven and organized by the cen-
tral nervous system. Female sexual behavior is
also predominantly dependent on the central
nervous system. For these reasons, any plan to
study mating behaviors should include situa-
tions designed to reveal their behavioral and
especially motivational complexities.

Various measures of receptivity that
describe female motivation and the reinforc-
ing potency of sex and that simulate the con-
ditions of sexual behavior in natural settings
have been devised. For example, a two-
compartment test apparatus has been devel-
oped in which only the female is able to
move from one compartment to the other
because of her smaller size (114). A similar
approach makes use of a bilevel chamber
(115). Such chambers consist of two levels
connected by a set of ramps. Because females
can run from level to level, the males are
forced to follow to attain copulation. In the
standard assessment of copulatory function,
males are generally provided with a primed
female, most often one that has been ovariec-
tomized and then acutely treated with a com-
bination of estradiol and progesterone to
induce receptivity. Observers typically record
measures of copulatory performance.
Copulatory performance in male rats pro-
vided an index of interference with gonadal
development produced by gestational expo-
sure to 2,3,7,8-tetrachlorodibenzo-p-dioxin
in a study by Mably et al. (116). 

Motivational and incentive measures
might, in fact, prove more sensitive to devel-
opmental toxicants than scores based simply
on the isolated sex act itself, because experi-
mental data show the breadth and complexity
of anatomic, neurochemical, and neuroen-
docrine influences governing sexual motiva-
tion (117). Amstislavsky and co-workers (118)
relied on a simple technique with mice. They
treated pregnant mice with methoxychlor,
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then assessed sexual motivation in male
offspring by using a cage with a plastic
partition behind which they had placed an
estrous female. In addition, the bilevel cham-
ber described above has also been used to
explore sexual motivation in males (119).

Research needs. Social or conspecific
behaviors have received relatively little atten-
tion from neurotoxicologists. Naturalistic
studies of behavior, the discipline of ethology,
have not proven a popular area of neurotoxic-
ity research (120). Now, with the expanding
interest in endocrine disruption as an index of
toxicity, the appearance of reports linking
lead exposure to aggression (121), and public
concern that environmental chemicals may be
responsible for some antisocial behaviors, the
situation is primed for a new look.

If the types of social behaviors described
in this review are to be integrated into screen-
ing batteries, they must display the attributes
common to most of the tests now incorpo-
rated into such protocols. Discussed below
are three interconnected issues would have to
be resolved.

Reliability among observers. Extensive
training is required to ensure that different
observers in the same laboratory agree on
scoring. Attaining agreement among
observers demands attention to precise defini-
tions and practice, even for simpler functional
observation batteries. Few reports include
measures of interobserver reliability or train-
ing procedures. Agreement among laborato-
ries must be achieved if social behaviors are to
serve as useful end points.

Expertise. Most of the research conducted
on social behaviors originates in academic set-
tings, where investigators strive for originality
in technique. It would be rare for a group of
experts in maternal behavior, for example, to
agree on common definitions and approaches
so that data from different laboratories can be
compared.

Time commitments. It would be difficult
to include end points requiring a large invest-
ment of investigator or even technician time
in screening batteries, even for tier II assess-
ments. Automation is not yet a common fea-
ture of social behavior research, although
some of the methods described here either
have been adapted for it or can be converted
without extensive modification. 

A number of methods suitable for use as
the basis for creation of more efficient tech-
niques for measuring social behaviors have
been described in this report. Little standard-
ization has been accomplished, compared
with accepted techniques such as functional
observation batteries, schedule-controlled
operant behavior, and motor activity.
Neurobehavioral toxicologists should be in
the vanguard of an effort to devise new
techniques and to perfect older ones.

Autonomic and Thermoregulatory
Function
The autonomic nervous system (ANS)
controls the function of a wide variety of organ
systems, including the respiratory, cardiovascu-
lar, and genitourinary systems. Physiologists
and pharmacologists have developed many
sophisticated methods to measure the function
of these organ systems. Measurement of ANS
function has not been a priority for either
developmental neurotoxicologists or DNT
testing guidelines. In part, this lack of atten-
tion may reflect the relative paucity of chemi-
cals that damage the ANS in rats (122). In
addition, it is well recognized that the ANS
controls vital functions, so that damage to the
ANS should significantly compromise general
health and/or reproductive capacity. Thus,
children with inherited or acquired dysauto-
nomia evince multiorgan disturbances in criti-
cal body functions and do not thrive (123). In
general, the signs of ANS toxicity are quite
obvious. For example, clinical conditions that
disrupt the innervation of the bowel are
expressed as hyper- or hypomotility states and
are reflected by colic, abdominal distension,
constipation, or diarrhea. Body weight loss is a
frequent correlate (124).

Thermoregulation is accomplished
through a network of peripheral and central
thermoreceptors and effectors that include
somatic (e.g., moving to a warmer or colder
location), endocrine, and autonomic (e.g.,
peripheral vasodilation or vasoconstruction)
components (125,126). The function of
many components of the thermoregulatory
system can be measured in rats using a variety
of established test methods. Like autonomic
function (see above), thermoregulation has
been the purview of physiologists, pharmacol-
ogists, and neuroscientists and has not been a
priority for either developmental neurotoxi-
cologists or DNT testing guidelines. This
inattention may be unfortunate, because ther-
moregulatory responses to neurotoxicants are
an important component of the reaction of
adult rats to neurotoxicants (125–127). For
example, hyperthermia is an important part
of the pathophysiology of the neurotoxic
effect of methamphetamine on dopamine-
containing nerve terminals in the corpus
striatum of the rat (128). Moreover, Gordon
and colleagues have shown that perinatal
exposure to dioxin can produce long-lasting
changes in autonomic and behavioral
thermoregulation (129,130).

Biologic Rhythms
Classes of behavior that exhibit biologic
rhythms include feeding, drinking, sleeping,
motor activity, and mating (131). The cycle
associated with each of these behaviors repre-
sents a potential tool that could be examined
for potential effects of chemical treatment.

For example, chemicals may disrupt or alter
the diurnal pattern of locomotor activity
(132,133), and there are chemicals that elicit
either a more pronounced or diminished
diurnal pattern of locomotor activity in rats.
In addition, diurnal patterns of ingestion
exhibit changes not evident by measures of
the total amount ingested (134). Triethyltin,
for example, alters the diurnal pattern of
water ingestion but not total daily consump-
tion (132), whereas trimethyltin increases
total water consumption while the diurnal
pattern is largely preserved. Although the
value of such approaches is illustrated by
these examples, this approach to neurotoxic-
ity assessment remains relatively unexplored.

Considered more relevant to the present
discussion is how biologic rhythms or cycles
can affect behavioral test results by introduc-
ing additional variability and complicating
the interpretation of behavioral test results.
For example, the level of activity exhibited by
animals over the course of a day is one of the
most apparent and well-established behavioral
manifestations of circadian rhythms. Within
an 8-hr workday, levels of horizontal and ver-
tical activity vary by as much as 20–30%
(135). If not adequately controlled, this can
contribute substantially to variability in mea-
sures of motor activity. Hormonal cycles may
also contribute to variability. Levels of activity
in the running wheel are 3–10 times higher
for female rats in estrous than levels during
diestrous (136). Diurnal factors have also
been shown to affect the ability of tests to
detect the effects of certain chemical treat-
ments (137,138). Thus, circadian rhythms
represent a significant source of variability for
behavioral test results. If left unmanaged, sta-
tistical power will be reduced, increasing the
probability of a type II error. One approach
used to compensate for this is to increase the
number of animals in each dose group.
However, the potential gain associated with
this approach may not be realized if appropri-
ate precautions are not taken, as additional
time will be required to test those animals.
Thus, to the extent possible, appropriate mea-
sures should be incorporated into the study
design, such as including representatives from
each dose group in each set of animals tested
at one time, and testing those animals over
more days rather than extending hours on a
given test day. 

Conclusions

Careful consideration of a number of experi-
mental design issues is the key to the success
of a study using behavioral methods to exam-
ine DNT. Identifying clear study goals and
objectives is paramount in designing a strong
study. Study goals and objectives are a guide
in selection of the methods used, the appro-
priate animal model, and the equipment
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needed. The study goals can be used to
identify the behavioral test methods by guid-
ing the evaluation of the sensitivity versus
selectivity required to answer the scientific
question at hand. Method selection also rests
on consideration of available resources,
including equipment, funds, and personnel.
An understanding of the inherent variability
in the methods selected can and should be
used to determine the number of animals
required to detect an effect of concern.
Variability can arise from a number of differ-
ent sources in tests of sensory function, and
this is particularly true in studying effects on
developing animals. Averaging response data
across ages in developing animals could
increase variability unnecessarily, as the
response may change drastically in a very
short time because of increases in body
weight and increased sensitivity of the devel-
oping sensory system. Appropriate statistical
analyses are vital for defensible interpretation
of behavioral data. Repeated measures are
often used in DNT testing and must be
treated as such in the statistical analysis.
When using behavioral methods in toxicity
testing, it is important that normative data be
developed for a method demonstrating that
the test method as used can detect and char-
acterize the effects of varying the magnitude
of these properties. Positive and negative con-
trol data are needed to support the validation
of the method and aid in data interpretation.

Proper expertise is required to design,
conduct, and interpret a study of develop-
mental neurotoxicity using behavioral meth-
ods. Training in experimental psychology or
psychopharmacology and in statistics pro-
vides a background important for design and
interpretation of these studies. Those who
conduct the tests should be trained in proper
performance of each behavioral test and
should have a good understanding of poten-
tial confounders. 

Behavioral methods are used to detect and
characterize developmental neurotoxic effects
on sensory cognitive and motor system func-
tions. The major sensory systems of concern in
toxicology include visual, auditory, olfactory,
nociceptive (pain and other noxious stimuli),
somatosensory, and vestibular. There are a
number of stimulus properties shared by all
sensory systems, including intensity, fre-
quency, duration, and location in space. One
tenant of sensory function testing is that it
never yields a direct measurement of sensation;
instead, a change in sensory function is
inferred based on the observed change in the
motor response evaluated. A better under-
standing of the relationship between the sim-
ple sensory system tests currently used in DNT
studies and any underlying changes in the
structure and/or function of the sensory system
will advance our ability to identify sensory

system toxicity. Behavioral toxicologists can
continue to learn from recent advances in
neurobiology and genomics that may allow an
increased understanding of the physiologic and
structural bases for sensory function. 

Behavioral tests of motor dysfunction in
animals include those used to detect sponta-
neous movement disorders such as changes in
gait, tremors, and myoclonus, and those used
to detect changes in induced movement such
as reflexes, reactions, and movements under
operant control. Tests of motor function
include observation of locomotion, measure-
ment of locomotor activity, and tests of
reflexes and reactions. Patterns of changes in
several reflexes and reactions are generally
characterized by neurologic examination.
There is a need to develop and validate tech-
nology and procedures that measure motor
function objectively and sensitively, yet are
flexible enough to be used with large numbers
of animals. Interpretation of motor function
tests must take into account the limitations of
the test equipment as well as any potential
biologic confounders.

Cognitive function is thought to encom-
pass learning, memory, and attention
processes. Assessment of cognitive function is
a critical component of a DNT assessment to
address concerns over potential long-term
consequences of exposures to toxicants during
brain development. In many simpler tests of
learning and memory, changes in sensory
function, motor behavior, and/or motivation
may indirectly influence the dependent mea-
sures used, and therefore change behavior.
Simple paradigms generally do not include
control procedures for assessing these possi-
bilities. Reliance on relatively complex
approaches to answer questions about poten-
tial cognitive deficits could be useful, even in
screening, to determine whether a potential
learning/memory impairment might be
attributable to deficits in other areas of
nervous system function. 

Social behaviors, such as aggressive, affilia-
tive, mating, play, and parental behaviors tend
to receive less attention from toxicologists
than individual behaviors. Social behaviors
may be modified by developmental neurotoxi-
cants, including hormonally active agents that
may act through neuroendocrine mechanisms
or by directly influencing brain morphology
or neurochemistry. Techniques used to mea-
sure social behaviors are less standardized than
individual behaviors. Because most social
behaviors have to be interpreted to be quanti-
fied, the tests are difficult to automate and
trained observers are often required to per-
form the tests. If the types of social behaviors
described in this review are to be integrated
into screening batteries, they will have to dis-
play the attributes common to most of the
tests now incorporated into such protocols.

Measurement of ANS function has not
been a priority for developmental neurotoxi-
cologists, though a number of sophisticated
tests developed by physiologists, pharmacolo-
gists, and neuroscientists could be adopted.
This inattention may be unfortunate because
thermoregulatory responses to neurotoxicants
are an important component of the reaction
of mammals to neurotoxicants. Classes of
behavior that exhibit biologic rhythms
include feeding, drinking, sleeping, motor
activity, and mating. The cycle associated
with each of these behaviors represents a tool
that could be examined to identify effects of
chemical treatment.

Behavioral testing methods to measure
sensory, motor, and cognitive function are
well developed, but there is room for improve-
ment in study design, conduct, analysis, and
interpretation. Tests to characterize effects of
developmental neurotoxicants on social
behavior, the ANS, thermoregulation, and
circadian rhythms are presently underutilized. 
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